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Abstract—One of the most obvious features of social networks
is their community structure. Several types of methods were
developed for discovering communities in the networks, either
from the global perspective or based on local information only.
Local methods are appropriate when working with large and
dynamic networks or when real-time results are expected. In
this paper we explore two such methods and compare the results
obtained on the sample of a co-authorship network. We study how
much may detected communities vary according to the method
used for computation.
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I. INTRODUCTION

Many systems in nature or society may be represented
as networks [1]. Typical examples include World Wide Web
(WWW), social networks (academic collaboration records,
citation network, friendship network) or biological networks
(neural networks, protein networks and food webs). Complex
interactive systems like social networks are then best described
by weighted networks, where the strength of the link indicates
the amount of collaboration between the vertices.

There has been a considerable interest recently in the idea of
communities and algorithms for their detection. The concept
of community is rather intuitive, so the definition is quite
vague and still a subject of debate [2], [3], [4]. Universally
accepted qualitative definition states that community is a
collection of vertices with dense internal connections, but
sparser connections to other communities. These communities
are also referred to as modules or clusters [5], [6]. Alter-
natively, one might define communities as the output of a
community detection procedure [4], [7], which means that
different techniques for detecting communities may lead to
slightly different yet equally valid results [8].

In this paper, we review two different algorithms, which ap-
ply the known approaches of local community detection. The
aim is to compare the results they give on the co-authorship
network from the DBLP dataset1. For the purpose of our
experiment, we have used a weighted network implemented in

1http://www.informatik.uni-trier.de/ ley/db/

our Forcoa.NET2 system [9], where also one of the algorithms
is used for community detection.

The rest of this paper is organized as follows. In section
II, we discuss the related work. The algorithms used in our
experiment are briefly described in III. In section IV, we focus
on the experiment and on its results. Section V concludes the
paper.

II. RELATED WORK

A. Community detection

Recently, many algorithms for detecting communities have
been proposed. Traditional techniques are graph partitioning
and hierarchical clustering based on similarity measures [10],
[11]. Such methods usually identify all communities in an
unweighted, undirected network, assigning each vertex to one
community. The knowledge of the context of a whole network
and even the total number of communities is required. The
fixed number and size of communities are the constraints on
community detection, as well as non-overlapping communi-
ties. Various metric functions have been proposed to help
solve these problems. Many community-finding algorithms are
based on maximizing the quantity known as modularity [7],
[12], [13], [14], but any algorithm using modularity requires
complete knowledge of the entire network.

When the task is just to identify a community to which
a particular vertex belongs, global algorithms are impractical.
Additional motivation for local methods comes from networks
that require a rather demanding generation or exploration with
a crawler [11]. Also, because the knowledge of the structure
of the whole network may not be available, local algorithms
were considered [15].

B. Local methods

Several local methods exist [8], [16], [17], [18], [19], [20],
they start the search from a random vertex, and then gradually
merge neighboring vertices one-at-a-time by optimizing a
measure metric. In the paper [17] they tried to avoid the
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need of working with an entire social network during the
community search. The details of this algorithm are presented
in Section III. Clauset [18] proposed a fast agglomerative
algorithm that maximizes a measure called local modularity
in a greedy fashion. Bagrow et al. [8] proposed an alternative
method to detect local communities, which consists of an l-
shell spreading outward from a starting vertex. The result
depends on a starting vertex and a predefined threshold l,
where l is the distance from the starting vertex to all shell
vertices.

III. PRELIMINARIES

In this section we describe the common approach used in
local methods for community detection and we present an
overview of the two algorithms used in our experiment.

A. Problem definition

As a network we understand an undirected weighted graph
G with N vertices and E edges. Local network community is
a set of densely connected vertices from this network.

Local methods usually work with the terms community
core - C, community boundary - B and community shell -
S similarly as is shown in Fig 1 and communities are usually
generated from a random starting vertex or a set of vertices (a
community base). A local community expansion is an iterative
process, in which only base vertices are considered to be a
community, while the other network vertices are gradually
examined and the vertices that follow certain criteria then
progressively expand the community.

Fig. 1. Local community illustration - following terms are used: community
base (a starting set of vertices), community core C, community boundary B,
community shell S.

B. Local Algorithm 1 - Based on Dependency

In our previous paper [21] we presented and tested our
algorithm for local community detection. This algorithm uses
dependency of a vertex as a measure.

Measuring the Dependency of a Vertex

We understand dependency as a generally asymmetric measure
describing a relationship between two vertices of the undi-
rected network. Consider the situation in Figures 2a and 2b,

where vertices x and y share an edge of weight 3. The vertices
in the first figure have no additional neighbours. In the second
figure the vertex y is adjacent to three additional vertices and
the weight of the edge between them is 1. The intuition behind
the term dependency says, that the relation between vertices
in Figure 2a is balanced, while the situation in Figure 2b is
different - the vertex y is less dependent on the vertex x,
than vice versa. Figure 2c contains two additional edges (with
weight 2) between the vertex x and two different vertices. In
this situation, vertex x is no longer so highly dependent on
vertex y because of the two new edges. When thinking about
dependency in Figure 2c, we should also consider that the
new edges include common neighbours of the vertices x and
y(which mediate some part of the dependency on the vertex
y).

Fig. 2. Examples of dependency between two vertices.

Dependency of a Vertex on a Set of Network Vertices
The relation of dependency of one vertex on another could be
generalized as a relation of dependency of vertex x on a set
of n vertices Y = {y1, y2, . . . , yn}. For details see [21].

Let x not be an isolated network vertex. Then the depen-
dency D(x, Y ) of vertex x on set Y of vertices is defined
as:

D(x, y) =

∑
yi∈N(x,Y ) W (x, yi) +

∑
ei∈Adj(x,Y ) W (ei) ·R(ei)∑

ei∈E(x) W (ei)
(1)

R(ei) = MAXyj∈Y (vi)

(
W (yj , vi)

W (ei) +W (yj , vi)

)
. (2)

Community Detection Based on Vertex Dependency
Every vertex in the community (excluding max. one base
vertex) is dependent on the rest of community vertices.

Definition 1. (Community base) A community base is a
starting set of n vertices appropriately chosen in advance,
which by definition belongs to the community and which meets
the following criteria:

1) It is a biconnected subgraph.
2) At least (n − 1) vertices have to be dependent on the

other base vertices.

Definition 2. (Recognition of a network vertex) An unrecog-
nized network vertex becomes a recognized one, if during the
process of local expansion, it meets the following criteria:



Fig. 3. Examples of dependency between two vertices.

1) It is adjacent to at least two different community vertices.
2) It is dependent on the other community vertices.

By using dependency to indicate affiliation with a commu-
nity, it can occur that a community vertex can be dependent
on a vertex that does not belong to the community. For
example, Figure 3 shows vertex x dependent on each of its
two neighbours (it shares a weight 2 edge with both of them
and does not have any other edges). Thus vertex x creates a
basis with each of these neighbours. If we detect a community
above this basis, only the basis will constitute the community
(as there is no other vertex that meets the requirements for
affiliation to the community). Therefore the vertex becomes a
part of two communities. However, it would be more natural
if each of these two bases generated an identical community
with three vertices. Therefore we establish the term community
closure, which solves this situation.

Definition 3. (Community Closure) Community closure is a
set of community vertices, each of which qualifies:

1) At least one of the community vertices is dependent on
it.

2) It is a neighbour of at least one basis or closure vertex.

A community is further understood as a local community,
including its closure.

Detection of Communities Around One Vertex

Unless it is said otherwise, a community base is considered to
be two vertices connected by an edge, while at least one of the
vertices is dependent on the other one. This couple should be
called the edge base. The purpose of implementing the edge
base is an effective detection of more communities.

If we want to detect all of the communities that are based on
vertex a (and are dependent on it and its surroundings), then
it is essential to detect the communities for all edge bases of
vertex a and to remove the duplicities.

Remarks

• The two detected local communities L1 and L2 can have
vertices in four different set relations:

1) L1 = L2,
2) L1 ∩ L2,
3) L1 ⊂ L2 resp. L2 ⊂ L1,
4) L1 ∩ L2 = X,X ̸= ∅, X ⊂ L1, X ⊂ L2

input : social network G, start vertex n0

input : empty community core C, empty community
shell S

input : community boundary B, equal to community
base

output: community L, L = C ∩B
Add n0 to B, add all neighbours of n0 to S
while at least 1 vertex from S has been recognized do

1. Move the vertices of the boundary B which do not
have neighbours outside the community L, to the
core C
2. Refill the shell S with new neighbours of the
vertices added to the boundary B that are outside the
community L
3. Calculate the dependency on the other vertices for
each vertex of the shell S
4. Move to boundary B every vertex from shell S,
which meets the criteria for recognition
5. Create community closure from remaining shell
vertices and refill the shell S with new neighbours of
the vertices added to the closure

end
for every vertex from S do

1. Move vertext to community closure if it meets the
criteria
2. Refill the shell S with new neighbours of the
vertices added to the closure

end
Algorithm 1: Based on dependency

Detected communities can be nested or coverlapping.
• If a starting base of a community is an edge base,

the result of the detection algorithm is a biconnected
subgraph.

C. Local Algorithm 2 - Iterative Local Expansion

This algorithm searches communities according to a defi-
nition of a community. The way the community is defined is
the most important thing for their search. In the article [17],
authors evaluate quality of the community by the sharpness
of its boundary. In other words, for a group of vertices to
be a community, its boundary must be somewhat sharp. To
measure sharpness we first have to define what a boundary
is. The boundary vertex is such a vertex that is connected
by an edge with at least one vertex both from outside and
from inside of the community. And all the boundary vertices
constitute the boundary. Then the sharpness R of the boundary
is measured as a ratio of edges that lead from the boundary
into the community and edges that lead both in and out of it.

Apart from the boundary, there are two other important
sets. The first one is called D (discovered) with vertices that
belong to the community. The second one is S (shell) which
contains all the vertices that are connected with at least one
boundary vertex. Algorithm starts from a single vertex, so at
the beginning the boundary and discovered sets contain only
the first vertex and the shell contains all of its neighbours. In



each step, the algorithm counts hypothetical sharpness R for
each vertex in shell. Then the vertex with the highest value of
R (if the new R is higher than the current R) is added to the
community and the three sets are updated. Algorithm repeats
this process until the current R cannot be raised anymore.
Further description of this algorithm is beyond the scope of
this paper, for the details see [17].

In the article, authors work only with unweighted graph,
but a lot of today’s social networks can be easily transformed
to weighted. The algorithm can be quite easily adapted to
weighted networks. Just instead of the number of edges will
algorithm work with the sum of their weights.

In the article [22] T. Opsahl presented the new weighted
variants of algorithms for vertex centrality measurement. He
came with an idea to combine unweighted and weighted
types of degree of a vertex and of shortest paths in a single
calculation.

Let us define C as number of edges and W as sum of edges
either in a shortest path or in a degree of a vertex. Then his
combined formula looks like:

O = C(1−alpha) ·W alpha (3)

where alpha is the number that affects the importances
of both parts of the formula. When alpha is 1, this formula
simulates common weighted variant and when alpha is 0, the
common unweighted variant is simulated. Values between 0
and 1 changes the ratio of how both parts affect the result.
Values lesser than 0 or greater than 1 make the particular part
affect the result in a negative way, e.g. for values higher than
1 the vertex (path) with less edges is favored over the one
with more edges even if the sums of weights of their edges
are the same.

In this paper, we have made a modification of the iterative
local expansion algorithm described in [17] using the Opsahl’s
idea. Instead of measuring just number of edges or just sum
of their weights, we used Opsahl’s formula to combine them
during the community search.

IV. EXPERIMENT

A. Dataset

For our experiment, we have used a part of a data collection
of a weighted network from our Forcoa.NET3 system. This
weighted network is based on the DBLP dataset4 of publica-
tions from the field of computer science. These data contain
highly relevant information about publication activity from the
period of nearly fifty years and are freely available5. Total
number of authors was 1,060,175 with 6,450,138 edges. After
we have performed a network denoising based on forgetting
concept [23], the set used in experiment contained 96,172
authors and 67,854 edges in total, however for local methods
only the immediate surroundings of a selected author was
necessary to examine.

3http://www.forcoa.net
4http://www.informatik.uni-trier.de/ ley/db/
5http://dblp.uni-trier.de/xml/

B. Settings

In this section the two algorithms described in III are
used for community detection on a sample of weighted net-
work. Both algorithms started with a preselected vertex, for
Algorithm 1 we have chosen the threshold of 0.5, which
corresponds with natural intuition, for measuring the affiliation
of a vertex to a community. If we further consider that vertex
x is dependent on vertex y, respectively on the set of vertices
Y , we have to assume that it holds: D(x, y) ≥ 0.5, resp.
D(x, Y ) ≥ 0.5.

For Algorithm 2 we have selected alpha as 0.5, so both
the weights and the connectivity between the vertices were
equally taken into consideration.

C. Results

When starting from a particular single vertex, communities
detected by each of the algorithms were always slightly
different, for example see community around ’Vaclav Snasel’
and ’H. Vincent Poor6’ in Fig. 4 and Fig. 5. Both algorithms
may start also from an edge or a set of vertices. In this
case, the main difference between the algorithms was that
when starting from an edge or set of vertices that belonged to
previously detected community, Algorithm 2 detected the same
community, but Algorithm 1 detected a set of overlapping sub-
communities and a nested set of sub-communities. We have
listed those sub-communities in Tab. I and Tab. II. From our
experience we may corroborate, that in case of author ’Vaclav
Snasel’, the detected sub-communities correspond to research
sub–teams.

V. CONCLUSIONS

In our paper, we compared two local methods of commu-
nity detection in weighted networks. We observed differences
in detected communities, because of different definitions of
community within the algorithms. The results of comparison
showed that both algorithms detected very similar communi-
ties. The first algorithm has stronger requirements for adding
vertex into a community (especially the need to be connected
to at least other two community vertices). Because of that, it is
capable of detecting overlapping and nested sub-communities,
which according to our observation within our research group,
corresponds very well with the reality. This algorithm is also
used in our public on-line Forcoa.NET system.

In our future research we will focus on analysing proper-
ties shared by vertices in detected communities and on the
comparison with other algorithms for community detection.
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